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Graph Matching

Graph matching finds node correspondence among multiple graphs.



Formulation via Affinity Maximization

Graph matching incorporates both first order (node-node) and second 
order (edge-edge) similarities.

S. Gold and A. Rangarajan. “A graduated assignment algorithm 
for graph matching,” IEEE Transaction on PAMI, 1996
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Graph Matching via Affinity Matrix
𝐊𝐊

Diagonal elements – node similarity
+

Off-diagonal elements – edge similarity

𝐊𝐊vec 𝐗𝐗 𝑇𝑇 vec( 𝐗𝐗 )max
𝐗𝐗

Formulated as quadratic assignment problem (QAP):

s. t. 𝐗𝐗 ∈ 0,1 5×6,𝐗𝐗𝐗𝐗 ≤ 𝐗𝐗,𝐗𝐗𝐓𝐓𝐗𝐗 ≤ 𝐗𝐗 NP-Hard

M. Leordeanu and M. Hebert. “A spectral technique for correspondence 
problems using pairwise constraints.” in ICCV, 2005
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Graph Embedding and Linear Matching

• Graph embedding embeds graph 
structure (nodes and edges) into 
node embedding vectors.

• Graph affinity can be evaluated 
between node embeddings.

𝐌𝐌

• Linear similarity matrix:

tr( 𝐗𝐗T 𝐌𝐌 )max
𝐗𝐗

s. t. 𝐗𝐗 ∈ 0,1 5×6,𝐗𝐗𝐗𝐗 ≤ 𝐗𝐗,𝐗𝐗𝐓𝐓𝐗𝐗 ≤ 𝐗𝐗

• We simplify the NP-hard QAP into 
Linear Matching problem.



Our approach

image pairs feature extractor
Eq. (4)

graph with features

Gconv
Eq.(8)

CrossConv
Eq. (13)

Gconv
Eq. (8)

matchingSinkhorn
Eq. (18)

CNN

Gconv
Eq. (8)

Gconv
Eq. (8)

Gconv
Eq. (8)

PIA

PCAembedding layers

exp

Affinity metric
Eq. (15)

(                 )

• First end-to-end solution in graph matching incorporating embedding.
• NP-hard QAP simplified to LAP (solved exactly) thanks to embedding.
• Combinatorial permutation loss for supervision.



GConv

updated node

adjacent node

aggregation path
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𝑓𝑓𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛

𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚

𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚

GConv is mainly inspired by Graph Convolutional Network (GCN).
Feature aggregated from adjacent nodes.

𝑓𝑓𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 and 𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚 are neural networks and weight-sharing among all nodes.
Kipf and Welling, “Semi-Supervised Classification with Graph 
Convolutional Networks.” ICLR 2017.



CrossConv
Features are aggregated from nodes with similar features across 
graphs.

updated node (in Graph 1)

source node (in Graph 2)

aggregation path

Graph 1 Graph 2
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Sinkhorn

row norm
col norm

loop

until convergence

First-order Affinity matrix
(non-negative matrix)

Matching matrix
(doubly-stochastic matrix)

Fully differentiable！
（for end-end training）



Permutation Loss

𝐿𝐿𝑝𝑝𝑛𝑛𝑐𝑐𝑚𝑚 =
1
𝑁𝑁
�
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𝑆𝑆𝑖𝑖𝑖𝑖
𝑚𝑚𝑔𝑔 log 𝑆𝑆𝑖𝑖𝑖𝑖 + 1 − 𝑆𝑆𝑖𝑖𝑖𝑖

𝑚𝑚𝑔𝑔 log 1 − 𝑆𝑆𝑖𝑖𝑖𝑖
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It meets the combinatorial nature of graph matching.



State-of-the-art Performance on
• Synthetic Data

• Real Image Datasets



Thank you!
• Paper: https://arxiv.org/abs/1904.00597
• Code: https://github.com/Thinklab-SJTU/PCA-GM

• Contact
• Runzhong Wang: 

runzhong.wang@sjtu.edu.cn
• Prof. Junchi Yan:

yanjunchi@sjtu.edu.cn

• Homepage of our lab:
http://thinklab.sjtu.edu.cn

↓ Code on GitHub ↓

https://arxiv.org/abs/1904.00597
https://github.com/Thinklab-SJTU/PCA-GM
mailto:runzhong.wang@sjtu.edu.cn
mailto:yanjunchi@sjtu.edu.cn
http://thinklab.sjtu.edu.cn/
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